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Summary

Sufficient-component causes are discussed within the deterministic potential outcomes framework so as to formalize notions of sufficient causes, synergism and sufficient cause interactions. Doing so allows for the derivation of counterfactual and empirical conditions for detecting the presence of sufficient cause interactions. The conditions are novel in that, unlike other conditions in the literature, they make no assumptions about monotonicity. The conditions can also be generalized and the conditions for three-way sufficient cause interactions are given explicitly. The statistical tests derived for sufficient cause interactions are compared with and contrasted to interaction terms in standard statistical models.
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1. Introduction

Interaction terms in statistical models are frequently used to assess whether or not effects are interdependent. However, whether or not two variables have a statistical interaction may depend on which statistical model is being used (Mantel et al., 1977). When the causes and the outcome under consideration are binary, it has been argued that there is a natural way in which to assess interdependent effects based on a sufficient-component cause framework (Rothman, 1976; Koopman, 1981). This framework makes reference to the actual causal mechanisms involved in bringing about the outcome; when two or more binary causes participate in the same causal mechanism it becomes proper to speak of synergism. In this paper we contribute theory to relate the sufficient-component cause framework to the potential outcomes framework and derive various conditions to statistically test for the presence of sufficient cause interactions. The conditions are novel in that they make no assumption about monotonicity; the conditions can also be generalized to n-way interactions both with and without monotonicity assumptions.

2. Sufficient causes

Two broad conceptualizations of causality can be discerned in the literature, both within philosophy and within statistics and epidemiology. The first may be characterized as giving an account of the effects of particular causes or interventions. In both philosophy and statistics the work is associated with counterfactuals or potential outcomes (Hume, 1748; Neyman, 1923; Lewis, 1973a, 1973b; Rubin, 1974, 1978; Robins, 1986, 1987). The counterfactual or potential outcomes framework has been used extensively in statistics. In contrast, the second conceptualization of causality has received comparatively little attention. It may be characterized as giving an account of the causes of particular effects; this approach attempts to address the following question: given a particular effect, what
are the various events which might have been its cause? In the contemporary philosophical literature this approach is most notably associated with Mackie’s work on insufficient but necessary components of unnecessary but sufficient conditions for an effect (Mackie, 1965). In the epidemiological literature the approach is most closely associated with Rothman’s work on sufficient-component causes (Rothman, 1976).

Rothman conceived of a sufficient cause as a minimal set of actions, events or states of nature which together inevitably initiated a process resulting in the outcome under consideration. For a particular outcome it is likely that there would be many different sufficient causes, each involving various component causes. Whenever all components of a particular sufficient cause were present, the outcome would inevitably occur; within every sufficient cause, each component would be necessary for that sufficient cause to lead to the outcome. For example, a sufficient cause for some outcome \(D\) might consist of the concurrence of conditions \(A, B\) and \(C\); another sufficient cause might be the concurrence of conditions \(A, F\) and \(Q\); and a third sufficient cause might be the concurrence of conditions \(Q\) and \(W\), where \(\overline{Q}\) denotes the complement of \(Q\). These series of conditions, \(A, B, C\) and \(A, F, Q\) and \(\overline{Q}, W\) may each represent different causal mechanisms for the outcome \(D\). When every component of a particular series is present, the outcome \(D\) will occur but each component is necessary for the mechanism to be set in motion; thus \(A, B, C\) together are sufficient for outcome \(D\) but \(A, B\) together, without \(C\), is not. Rothman (1976) defined synergism between two causes, \(A\) and \(B\) say, as the co-participation of \(A\) and \(B\) in the same sufficient cause. Thus, in the example above, it would be said that \(A\) and \(B\) exhibit synergism but that \(F\) and \(W\) do not.

In this section we make formal these notions of sufficient causes. First, we define a sufficient cause and give also a number of related definitions and, secondly, we show in Theorem 1 that for binary variables any counterfactual response pattern in the potential outcomes framework can be replicated by a set of sufficient causes. Throughout this paper, we use the following notation. We let \(\Omega\) denote the sample space of individuals in the population and we use \(\omega\) for a particular sample point. An event is a binary variable taking values in \(\{0, 1\}\). We denote the complement of an event \(X\) by \(\overline{X}\). A conjunction or product of events \(X_1, \ldots, X_n\) will be written as \(X_1 \cdot \ldots \cdot X_n\). The disjunctive or ‘or’ operator, \(\lor\), is defined by \(A \lor B = A + B - AB\), so that \(A \lor B = 1\) if and only if either \(A = 1\) or \(B = 1\).

Consider a potential outcomes framework with \(s\) binary factors, \(X_1, \ldots, X_s\), which represent hypothetical interventions or causes, and let \(D\) denote some binary outcome of interest. Let \(D_{x_1 \ldots x_s}(\omega)\) denote the counterfactual value of \(D\) for individual \(\omega\) if the causes \(X_j\) were set to the value \(x_j\) for \(j = 1, \ldots, s\). We use \(D_{x_1 \ldots x_s}(\omega)\) and \(D_{X_1=x_1, \ldots, X_s=x_s}(\omega)\) interchangeably. Note that the potential outcomes framework that we employ in this paper assumes that the counterfactual variables are deterministic, not stochastic. Most of the potential-outcomes literature and the entirety of the sufficient-component cause literature to date assumes a deterministic counterfactual framework, and it is thus the deterministic framework that is the focus of this paper. The relationship between a stochastic
sufficient-component cause model and the stochastic counterfactual framework is a
topic of current research. In fact, Theorem 4 below has an analogue for stochastic
counterfactuals and stochastic sufficient causes. However, the mathematical and
conceptual details required for the stochastic setting lie beyond the scope of this
paper. In the deterministic setting there will be $2^s$ potential outcomes for each
individual $\omega$ in the population, one potential outcome for each possible value of
$(X_1, ..., X_s)$. The actual value of $D$ for individual $\omega$ will be denoted by $D(\omega)$ and
the actual value of $X_1, ..., X_s$ for individual $\omega$ will be denoted by $X_1(\omega), ..., X_s(\omega)$. Mathematically, it could be that $D_{X_1(\omega) \ldots X_s(\omega)}(\omega) \neq D(\omega)$; however, we will require
the 'consistency' assumption that $D_{X_1(\omega) \ldots X_s(\omega)}(\omega) = D(\omega)$, i.e. that the value of
$D$ which would have been observed if $X_1, ..., X_s$ had been set to what they in fact
were is equal to the value of $D$ which was observed. Thus the only potential out-
come for individual $\omega$ that is observed is the potential outcome $D_{X_1(\omega) \ldots X_s(\omega)}(\omega)$,
the value of $D$ which would have been observed if $X_1, ..., X_s$ had been set to what
they in fact were.

**Definition 1 (Sufficient cause).** A set of binary causes $X_1, ..., X_n$ for $D$
is said to constitute a sufficient cause for $D$ if for all values $x_1, ..., x_s$ such that
$x_1 \ldots x_n = 1$ we have that $D_{x_1 \ldots x_s}(\omega) = 1$ for all $\omega \in \Omega$.

**Definition 2 (Minimal sufficient cause).** A set of binary causes $X_1, ..., X_n$
is said to constitute a minimal sufficient cause for $D$ if $X_1, ..., X_n$ constitute a su-
cient cause for $D$ and no proper subset $X_{i_1}, ..., X_{i_k}$ of $X_1, ..., X_n$ also constitutes
a sufficient cause for $D$.

When a complete set of sufficient causes for some outcome is known, then not
only is it the case that the realization of each sufficient cause necessarily entails
the outcome, but it is also the case that the presence of the outcome necessarily
entails the realization of at least one of the sufficient causes. Such a complete set
of sufficient causes will be said to be a determinative set of sufficient causes; when
all the sufficient causes of a particular set are needed for the set to be determinative
then the set is said to be non-redundant.

**Definition 3 (Determinative sufficient causes).** A set of sufficient causes for
$D$, $M_1, ..., M_n$, each of which may be some product of binary causes of $D$, is said
to be determinative for $D$ if, for all $\omega \in \Omega$, $D_{x_1 \ldots x_s}(\omega) = 1$ if and only if
$x_1, ..., x_s$ are such that $M_1 \lor M_2 \lor \ldots \lor M_n = 1$.

**Definition 4 (Non-redundant sufficient causes).** If $M_1, ..., M_n$ is a determi-
native set of (minimal) sufficient causes for $D$ such that there is no proper subset
$M_{i_1}, ..., M_{i_k}$ of $M_1, ..., M_n$ that is also a determinative set of (minimal) sufficient
causes for $D$ then $M_1, ..., M_n$ is said to constitute a non-redundant determinative
set of (minimal) sufficient causes for $D$.

It will be helpful to distinguish between the concepts of minimality and non-
redundancy. Minimality makes references to the components in a particular
conjunction, namely that each component is necessary for the conjunction to be

sufficient for the outcome \( D \). Non-redundancy makes reference to a disjunction of conjunctions, that each conjunction is necessary for the disjunction to be determinative. Corresponding to the definition of a sufficient cause is the more philosophical notion of a causal mechanism. A causal mechanism can be conceived of as a set of events or conditions which, if all present, inevitably bring about the outcome under consideration in a particular manner. A causal mechanism thus provides a particular description of how the outcome comes about. We will make reference to the concept of a causal mechanism in some of the discussion of this paper. However, all definitions and theorems are given in terms of sufficient causes for which we have a precise definition. For a sufficient cause to correspond to a particular causal mechanism it is not necessary that the sufficient cause be a minimal sufficient cause nor that it be part of a set of sufficient causes that is non-redundant. This is illustrated in Example 1.

**Example 1.** Suppose that an individual were exposed to two poisons, \( X_1 \) and \( X_2 \), such that, in the absence of \( X_2 \), the poison \( X_1 \) would lead to heart failure resulting in death, and, in the absence of \( X_1 \), the poison \( X_2 \) would lead to respiratory failure resulting in death, but such that, when \( X_1 \) and \( X_2 \) were both present, they would interact and lead to a failure of the nervous system once again resulting in death. Here there are three distinct causal mechanisms for death, namely \( X_1X_2 \), \( X_1X_2 \) and \( X_1X_2 \). Each of these mechanisms is a sufficient cause for death but none of them is minimally sufficient since either \( X_1 \) or \( X_2 \) alone is sufficient for death.

Although the concepts of minimality of sufficient causes and of non-redundancy are not essential for a sufficient cause to correspond to a causal mechanism, it will be seen in the following section that these concepts are useful in the development of the theory of sufficient cause interactions.

The relationship between the sufficient-component cause framework and the potential outcomes framework has received some attention in the literature. Greenland & Poole (1988) relate the two in the case of two binary causes. Rothman & Greenland (1998), Greenland & Brumback (2002) and Flanders (2006) provide some further discussion. VanderWeele & Robins (2007) relate the sufficient-component cause framework to the directed acyclic graph causal framework and develop theory concerning the graphical representation of sufficient causes on directed acyclic graphs. To develop conditions for sufficient cause interactions we will need only one result concerning the relationship between the sufficient-component cause framework and potential outcomes which is given in Theorem 1. Throughout §3 and for the remainder of §2 we will restrict our attention to the case of a binary outcome and two binary causes. Section 4 indicates how these results generalize. We show in Theorem 1 that, in the case of a binary outcome and two binary variables, given any potential outcomes response pattern it is always possible to construct sufficient causes for the outcome such that the sufficient causes replicate the potential outcome responses.

**Theorem 1.** Suppose that \( X_1 \) and \( X_2 \) are binary causes of some binary outcome \( D \). There exist binary variables \( A_0(\omega), ..., A_8(\omega) \) which are functions of
the potential outcomes \( \{D_{00}(\omega), D_{01}(\omega), D_{10}(\omega), D_{11}(\omega)\} \) such that

\[
D = A_0 \lor A_1 X_1 \lor A_2 X_1 \lor A_3 X_2 \lor A_4 X_2 \lor A_5 X_1 X_2 \\
\lor A_6 X_1 X_2 \lor A_7 X_1 X_2 \lor A_8 X_1 X_2
\]

(1)

and such that

\[
D_{x_1x_2} = A_0 \lor A_1 x_1 \lor A_2(1 - x_1) \lor A_3 x_2 \lor A_4(1 - x_2) \lor A_5 x_1 x_2 \\
\lor A_6(1 - x_1) x_2 \lor A_7 x_1(1 - x_2) \lor A_8(1 - x_1)(1 - x_2).
\]

(2)

**Proof.** We construct \( A_0, \ldots, A_8 \) as follows. Let \( A_0(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 0 \) if \( D_{00}(\omega) = D_{01}(\omega) = D_{10}(\omega) = D_{11}(\omega) = 1 \); let \( A_1(\omega) = A_3(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 1, 3 \) if \( D_{00}(\omega) = 0, D_{01}(\omega) = D_{10}(\omega) = D_{11}(\omega) = 1 \); let \( A_2(\omega) = A_3(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 2, 3 \) if \( D_{00}(\omega) = 0, D_{01}(\omega) = D_{11}(\omega) = 1 \); let \( A_3(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 3 \) if \( D_{00}(\omega) = D_{10}(\omega) = 0, D_{01}(\omega) = D_{11}(\omega) = 1 \); let \( A_1(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 1 \) if \( D_{00}(\omega) = D_{01}(\omega) = 0, D_{10}(\omega) = D_{11}(\omega) = 1 \); let \( A_3(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 5, 8 \) if \( D_{01}(\omega) = D_{10}(\omega) = 0, D_{00}(\omega) = D_{11}(\omega) = 1 \); let \( A_5(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 5 \) if \( D_{00}(\omega) = D_{01}(\omega) = D_{10}(\omega) = 0, D_{11}(\omega) = 1 \); let \( A_2(\omega) = A_3(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 2, 4 \) if \( D_{11}(\omega) = 0, D_{00}(\omega) = D_{01}(\omega) = D_{10}(\omega) = 1 \); let \( A_6(\omega) = A_7(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 6, 7 \) if \( D_{00}(\omega) = D_{11}(\omega) = 0, D_{01}(\omega) = D_{10}(\omega) = 1 \); let \( A_2(\omega) = A_3(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 2 \) if \( D_{10}(\omega) = D_{11}(\omega) = 0, D_{00}(\omega) = D_{01}(\omega) = 1 \); let \( A_6(\omega) = A_7(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 6 \) if \( D_{00}(\omega) = D_{01}(\omega) = D_{10}(\omega) = D_{11}(\omega) = 0, D_{01}(\omega) = 1 \); let \( A_4(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 4 \) if \( D_{01}(\omega) = D_{11}(\omega) = 0, D_{00}(\omega) = D_{10}(\omega) = 1 \); let \( A_7(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 7 \) if \( D_{00}(\omega) = D_{01}(\omega) = D_{11}(\omega) = 0, D_{10}(\omega) = 1 \); let \( A_8(\omega) = 1 \) and \( A_i(\omega) = 0 \) for \( i \neq 8 \) if \( D_{01}(\omega) = D_{10}(\omega) = D_{11}(\omega) = 0, D_{00}(\omega) = 1 \); let \( A_4(\omega) = 1 \) and \( A_i(\omega) = 0 \) for all \( i \) if \( D_{00}(\omega) = D_{01}(\omega) = D_{10}(\omega) = D_{11}(\omega) = 0 \). It is then easily verified that (2) holds and (1) then follows by the consistency assumption.\( \square \)

Theorem 1 generalizes to the case of a binary outcome and an arbitrary number of binary causes (as shown in an unpublished University of Chicago technical report available from the authors). The theorem allows for the construction of variables \( A_i \) such that the \( A_i \) variables along with \( X_1 \) and \( X_2 \) and their complements can be used to form a determinative set of sufficient causes for \( D \) which replicate a given set of potential outcomes. The conjunctions \( A_0, A_1 X_1, \ldots, A_8 X_1 X_2 \) are sufficient for \( D \) and the disjunction of these conjunctions is determinative for \( D \). The variables \( X_1 \) and \( X_2 \) are causes of \( D \); the \( A_i \) variables are logical constructs and may or may not allow for interpretation; it may not be possible to intervene on these logical constructs. The \( A_i \) variables essentially represent unmeasured or unknown factors that complete the particular sufficient cause. Although it may not be possible to intervene on \( A_i \), we will still refer to conjunctions in equation (1) as sufficient causes for \( D \). Theorem 1 and Theorems 2 and 3 below make no assumption as to whether or not these \( A_i \) variables are confounding factors or whether or not the causal effects of \( X_1 \) and \( X_2 \) on \( D \) are unconfounded. We will,
however, take up the issue of confounding factors in Theorem 4, which concerns empirical conditions for sufficient cause interactions.

Note that the logical constructs \( A_i \), being functions of the potential outcomes themselves, are not affected by the causes or interventions \( X_1 \) and \( X_2 \). If the counterfactual response pattern for every individual in the population is identical, i.e. if the causes \( X_1 \) and \( X_2 \) completely determine the outcome \( D \), then no additional variables \( A_i \) are needed to form a determinative set of sufficient causes for \( D \). A determinative set of sufficient causes for \( D \) can be constructed simply from the binary causes \( X_1 \) and \( X_2 \) and their complements. If for some \( i \) \( A_i(\omega) = 0 \) for all \( \omega \) then the conjunction in which \( A_i \) appears will be suppressed from the disjunction. If for some \( i \) \( A_i(\omega) = 1 \) for all \( \omega \) then \( A_i \) will be suppressed from the conjunction in which it appears but the \( X_1 \) and \( X_2 \) terms and their complements will appear in the conjunction for the sufficient cause. This is illustrated in Example 2 below.

Example 2. Consider the example of the two poisons, \( X_1 \) and \( X_2 \), presented in Example 1. Suppose now there are two individuals in the population and that individual 2 is immune to poison \( X_1 \) and susceptible to poison \( X_2 \), but that individual 1 is susceptible to both poisons. The construction of the \( A_i \) variables given in Theorem 1 would give

\[
D(\omega) = A_1(\omega)X_1(\omega) \lor X_2(\omega),
\]

(3)

where \( A_1(\omega) = 1 \) if \( \omega = 1 \) and \( A_3(\omega) = 1 \) for all \( \omega \). Note that, since \( A_3(\omega) = 1 \) for all \( \omega \), \( A_3(\omega) \) is suppressed from equation (3). We could, however, also define \( A_3(\omega) = 1 \) for \( \omega = 2 \); \( A_5(\omega) = 1 \) for \( \omega = 1 \); \( A_6(\omega) = 1 \) for all \( \omega \); \( A_7(\omega) = 1 \) for \( \omega = 1 \); and \( A_i(\omega) = 0 \) for all \( \omega \) for all other \( i \). Equations (1) and (2) would again hold and we could write

\[
D(\omega) = A_3(\omega)X_2(\omega) \lor A_5(\omega)X_1(\omega)X_2(\omega) \lor \overline{X_1(\omega)}X_2(\omega) \lor A_7(\omega)X_1(\omega)\overline{X_2(\omega)}. \]

(4)

Other constructions of the \( A_i \) variables are also possible. However, in this case, it is the construction given in (4) rather than that given in (3) which arguably corresponds better to the actual causal mechanisms. The sufficient cause \( A_5X_1X_2 \) may be interpreted as death by failure of the nervous system; the sufficient cause \( A_7X_1\overline{X_2} \) may be interpreted as death by heart failure; and the sufficient causes \( A_3X_2 \) and \( \overline{X_1}X_2 \) may be interpreted as death by respiratory failure. No similar interpretation holds for the construction given for (3).

As noted above, some knowledge of the subject matter in question will be necessary in order to determine which of several possible constructions of the \( A_i \) variables corresponds best to the actual causal mechanisms for the outcome \( D \). However, any set of binary variables \( A_i \) such that the disjunction \( A_0 \lor A_1X_1 \lor A_2\overline{X_1} \)
Definition 5 (Sufficient cause representation). Let $X_1$ and $X_2$ be binary causes of some binary outcome $D$, we will say that

$$A_0 \lor A_1 X_1 \lor A_2 X_1 \lor A_3 X_2 \lor A_4 X_2 \lor A_5 X_1 X_2 \lor A_6 X_1 \lor A_7 X_1 \lor A_8 X_1 X_2$$

constitutes a sufficient cause representation for $D$ for any set of binary variables $A_0(\omega),...,A_8(\omega)$ which are functions of the potential outcomes \{D_{00}(\omega), D_{01}(\omega), D_{10}(\omega), D_{11}(\omega)\} such that equation (2) holds.

For any sufficient cause representation, each conjunction within the disjunction (5) is a sufficient cause for the outcome $D$ and the collection of conjunctions constitutes a determinative set of sufficient causes for $D$. If the conjunctions in a particular sufficient cause representation are minimal sufficient causes then we will refer to the representation as a minimal sufficient cause representation. If the conjunctions in a particular sufficient cause representation are non-redundant then we will refer to the representation as a non-redundant sufficient cause representation. With these definitions in place we can now derive conditions which imply the existence of sufficient cause interactions.

3. Sufficient cause interactions

In this section we define and develop conditions for testing for the presence of sufficient cause interactions. We begin formally by defining the concepts of a sufficient cause interaction and a minimal sufficient cause interaction and showing how they are related.

Definition 6 (Minimal sufficient cause interaction). Let $F_1$ be either $X_1$ or its complement and let $F_2$ be either $X_2$ or its complement. Then $F_1 F_2$ is said to exhibit a minimal sufficient cause interaction if in every non-redundant minimal sufficient cause representation for $D$ there exists within the representation a sufficient cause which contains $F_1 F_2$ within its conjunction.

In Example 2, it can be verified that (3) constitutes a minimal sufficient cause representation for $D$. Since the term $X_1 X_2$ does not appear in this disjunction, $X_1 X_2$ does not exhibit a minimal sufficient cause interaction.

Corresponding to the definition of a minimal sufficient cause interaction is that of a sufficient cause interaction, which makes reference to all sufficient cause representations and not just to non-redundant minimal sufficient cause representations.

Definition 7 (Sufficient cause interaction). Let $F_1$ be either $X_1$ or its complement and let $F_2$ be either $X_2$ or its complement. Then $F_1 F_2$ is said to exhibit a minimal sufficient cause interaction, or to be irreducible, if in every sufficient
cause representation for $D$ there exists within the representation a sufficient cause which contains $F_1 F_2$ within its conjunction.

Theorem 2 demonstrates that the concepts of a sufficient cause interaction (irreducibility) and a minimal sufficient cause interaction are equivalent. The theorem will be used in our derivation of counterfactual and empirical conditions for sufficient cause interactions.

**Theorem 2.** The conjunction $F_1 F_2$ is irreducible if and only if $F_1 F_2$ exhibits a minimal sufficient cause interaction.

**Proof.** If $F_1 F_2$ is irreducible then within any sufficient cause representation there exists some sufficient cause which contains within its conjunction $F_1 F_2$ and so it immediately follows that in every non-redundant minimal sufficient cause representation for $D$ there will exist within the representation a sufficient cause which contains $F_1 F_2$ in its conjunction. If $F_1 F_2$ is not irreducible then there exists some representation such that no sufficient cause within the representation contains $F_1 F_2$ within its conjunction. This representation can be made into a non-redundant minimal sufficient cause representation by iteratively discarding the components of each conjunction which are not necessary for the conjunction to be sufficient for $D$ and then iteratively discarding any redundant minimal sufficient causes. Clearly no sufficient cause of this resulting non-redundant minimal sufficient causation representation will contain $F_1 F_2$ within its conjunction.

We will say that there is synergism between the effects of $F_1$ and $F_2$ on $D$ if there exists a sufficient cause for $D$ with $F_1 F_2$ in its conjunction which represents a particular causal mechanism for $D$. Example 2 above suggests that some knowledge of the causal mechanisms beyond that which is available by a complete knowledge of the counterfactual outcomes may be required to determine whether or not synergism between $F_1$ and $F_2$ is present. In Example 2, it is not possible to distinguish merely from the counterfactual outcomes whether $A_1 X_1 \lor X_2$ or $A_3 X_2 \lor A_5 X_1 X_2 \lor \overline{X_1} X_2 \lor A_7 X_1 \overline{X_2}$ or some other sufficient cause representation constitutes the proper description of the causal mechanisms for $D$. It is thus not possible to determine in this example from the counterfactual outcomes alone whether or not there is synergism between $X_1$ and $X_2$. The presence of synergism will sometimes be unidentified even when the counterfactual outcomes for all individuals are known. As was the case with the concept of a causal mechanism, statements about synergism will in general require some knowledge of the subject matter in question. In Example 2, our knowledge of the causal mechanisms by which poisons $X_1$ and $X_2$ operate allow us to determine that the sufficient cause representation $A_3 X_2 \lor A_5 X_1 X_2 \lor \overline{X_1} X_2 \lor A_7 X_1 \overline{X_2}$ corresponds to the actual causal mechanisms for death and thus that synergism is present. Note that, in Example 2, synergism between $X_1$ and $X_2$ is present even though $X_1 X_2$ does not exhibit a sufficient cause interaction. The conjunction $X_1 X_2$ does not exhibit a sufficient cause interaction because $A_1 X_1 \lor X_2$ constitutes a sufficient cause rep-
presentation for $D$ and the term $X_1X_2$ is not present in any of the conjunctions in this representation.

Although the presence of synergism is sometimes unidentified from the complete set of counterfactual outcomes as in Example 2, it is not always unidentified. If the conjunction $F_1F_2$ is irreducible then within every sufficient cause representation for $D$ there exists some sufficient cause which contains $F_1F_2$ within its conjunction, and so there must be some causal mechanism for which $F_1F_2$ are required; synergism must be present. The class of conjunctions which are irreducible, or equivalently the components of which exhibit a minimal sufficient cause interaction, are the class for which synergism must be present. The results we give below will be stated in terms of the well-defined concept of a sufficient cause interaction. However, it is the more philosophical notions of synergism and causal mechanism that provide much of the motivation for these results. We will, in the interpretation of our results, assume that there always exists some set of true causal mechanisms which forms a determinative set of sufficient causes for the outcome. Theorem 3 relates the class of irreducible sufficient cause representations explicitly to counterfactual outcomes. Theorem 4 demonstrates that in certain cases one can conclude from data that a particular conjunction is irreducible and thus that synergism must be present.

**Theorem 3.** The conjunction $X_1X_2$ exhibits a sufficient cause interaction if and only if there exists $\omega \in \Omega$ such that $D_{11}(\omega) = 1$ and $D_{10}(\omega) = D_{01}(\omega) = 0$.

**Proof.** Suppose that $X_1X_2$ does not exhibit a minimal sufficient cause interaction. Then there exists a non-redundant minimal sufficient cause representation such that equations (1) and (2) hold and such that $A_i(\omega) = 0$ for all $\omega$ for $i = 5$. For any $\omega$ such that $D_{10}(\omega) = D_{01}(\omega) = 0$ we must have that $A_0(\omega) = A_1(\omega) = A_3(\omega) = A_6(\omega) = A_7(\omega) = 0$ and thus that $D_{11}(\omega) = A_2(\omega)(1-1) \vee A_4(\omega)(1-1) \vee A_5(\omega)(1-1)(1-1) = 0$. Consequently there can be no $\omega$ such that $D_{10}(\omega) = D_{01}(\omega) = 0$ and $D_{11}(\omega) = 1$. We now prove the converse. Suppose that $X_1X_2$ does exhibit a minimal sufficient cause interaction. Then within every sufficient cause representation for $D$ there exists within the representation a sufficient cause which contains $X_1X_2$ within its conjunction, and so, in particular in the sufficient cause representation constructed in Theorem 1, there exists an $\omega$ such that $A_5(\omega) \neq 0$. However, by construction $A_5(\omega) \neq 0$ if and only if either (1) $D_{01}(\omega) = D_{10}(\omega) = 0$ and $D_{00}(\omega) = D_{11}(\omega) = 1$ or (2) $D_{00}(\omega) = D_{01}(\omega) = D_{10}(\omega) = 0$ and $D_{11}(\omega) = 1$. In either case, $D_{10}(\omega) = D_{01}(\omega) = 0$ and $D_{11}(\omega) = 1$. This completes the proof.□

The condition provided in Theorem 3 has obvious analogues if one or both of $X_1$ and $X_2$ are replaced with their complements. Theorem 3 suggests a very natural empirical condition for detecting the presence of a sufficient cause interaction; this is given in Theorem 4. Some discussion with regard to constructing statistical tests related to this condition is given below. In §5, the condition stated in Theorem 4 is related explicitly to statistical tests arising from generalized linear models.
Theorem 4. Let \( C \) be any set of variables which suffices to control for the confounding of the causal effects of \( X_1 \) and \( X_2 \) on \( D \), i.e. such that \( D_{x_1,x_2} \prod \{X_1, X_2\}|C \). Then, if for some value \( c \) of \( C \) we have that

\[
E(D|X_1 = 1, X_2 = 1, C = c) - E(D|X_1 = 0, X_2 = 1, C = c) \\
- E(D|X_1 = 1, X_2 = 0, C = c) > 0,
\]

it follows that \( X_1 X_2 \) exhibit a sufficient cause interaction.

Proof. We prove the contrapositive. Suppose that \( X_1 X_2 \) does not exhibit a sufficient cause interaction then by Theorem 3 it would follow that there is no \( \omega \in \Omega \) such that \( D_{11}(\omega) = 1 \) and \( D_{10}(\omega) = D_{01}(\omega) = 0 \). From this it follows that for all \( \omega \in \Omega \) we have \( D_{11}(\omega) - D_{10}(\omega) - D_{01}(\omega) \leq 0 \) and so \( E(D_{11} - D_{10} - D_{01}) \leq 0 \). Since \( D_{x_1,x_2} \prod \{X_1, X_2\}|C \) we have that

\[
E(D|X_1 = 1, X_2 = 1, C = c) - E(D|X_1 = 0, X_2 = 1, C = c) \\
- E(D|X_1 = 1, X_2 = 0, C = c) \\
= E(D_{11}|X_1 = 1, X_2 = 1, C = c) - E(D_{01}|X_1 = 0, X_2 = 1, C = c) \\
- E(D_{10}|X_1 = 1, X_2 = 0, C = c) \\
= E(D_{11}|C = c) - E(D_{01}|C = c) - E(D_{10}|C = c) \\
= E\{D_{11}(\omega) - D_{10}(\omega) - D_{01}(\omega)\} \leq 0.
\]

This completes the proof. \( \square \)

As with Theorem 3, the condition provided in Theorem 4 has obvious analogues if one or both of \( X_1 \) and \( X_2 \) are replaced with their complements. The conditions given in Theorems 3 and 4 are novel in that, unlike previous conditions given in the literature, they make no monotonicity assumption about the relationship between the outcome \( D \) and the causes, \( X_1 \) and \( X_2 \).

Previous work on identifying synergism focused on monotonicity assumptions. If \( D_{x_1,x_2}(\omega) \) is nondecreasing in \( x_1 \) and \( x_2 \) for all \( \omega \), we will say that \( X_1 \) and \( X_2 \) have monotonic effects on \( D \). It can be shown that, if \( X_1 \) and \( X_2 \) have monotonic effects on \( D \) and if \( C \) is set of variables which suffices to control for the confounding of the causal effects of \( X_1 \) and \( X_2 \) on \( D \), i.e. such that \( D_{x_1,x_2} \prod \{X_1, X_2\}|C \), then, if for some value \( c \) of \( C \) we have that

\[
E(D|X_1 = 1, X_2 = 1, C = c) - E(D|X_1 = 0, X_2 = 1, C = c) \\
- E(D|X_1 = 1, X_2 = 0, C = c) + E(D|X_1 = 0, X_2 = 0, C = c) > 0,
\]

it follows that \( X_1 X_2 \) exhibit a sufficient cause interaction. In the context of no confounding factors a result equivalent to this, without the formalization of the concept of a sufficient cause interaction, is stated explicitly and proved by Rothman & Greenland (1998); it is also anticipated elsewhere (Koopman, 1981; Darroch & Borkent, 1994). It is instructive to compare condition (7) with the condition derived in Theorem 4 without the assumption of monotonicity. The assumption of monotonicity effectively allows for the addition of the term
\( E(D|X_1 = 0, X_2 = 0, C = c) \); condition (7) is thus clearly weaker than condition (6) and consequently could be used in the construction of more powerful tests for the presence of a sufficient cause interaction. Condition (6) is novel in that it requires no assumption about monotonicity. It will be seen in §5 that, unlike condition (6), condition (7) is quite intuitive in that it obviously corresponds to departures from additivity.

Conditions (6) and (7) can be used to test empirically for the presence of sufficient cause interactions and thus for synergism. If the set of confounding variables \( C \) consists of a small number of binary or categorical variables then it may be possible to use \( t \)-test-like test statistics to test all strata of \( C \). When \( C \) includes a continuous variable or many binary and categorical variables, such testing becomes difficult because the data in certain strata of \( C \) will be sparse. One might then model the conditional probabilities \( \Pr(D = 1|X_1, X_2, C) \) using a binomial or Poisson regression model with a linear link (Greenland, 1991; Wacholder, 1986; Zou, 2004; Greenland, 2004; Spiegelman & Hertzmark, 2005). Unfortunately, when continuous covariates are included in Bernoulli regressions with linear link, the convergence properties of maximum likelihood estimators are generally poor (Wacholder, 1986). For case-control studies it will also be necessary to use an adapted set of modelling techniques (Wild, 1991; Wacholder, 1996; Greenland, 2004). We are currently working on doubly robust semiparametric tests for hypotheses (6) and (7) where \( C \) is multivariate with possibly continuous confounding variables.

4. Generalizations and extensions

The definitions of a sufficient cause representation and sufficient cause interactions and minimal sufficient cause interactions generalize to cases in which \( n \) binary causes of some binary outcome \( D \) are being considered. Theorems 1-4 also generalize to the case of sufficient cause representation for \( n \) binary causes and \( n \)-way sufficient cause interactions. Full discussion of these generalizations is beyond the scope of the present paper; a detailed exposition is available from the authors upon request, in the form of the technical report mentioned in §2.

However, for the purposes of comparing sufficient cause interactions and statistical interactions in the following section it will be helpful at least to indicate how Theorems 3 and 4 generalize to the case of three-way sufficient cause interactions.

It can be shown that for three binary causes, \( X_1, X_2 \) and \( X_3 \), of some binary outcome \( D \), if there exists an individual \( \omega \) for whom \( D_{111}(\omega) = 1 \) and \( D_{011}(\omega) = D_{101}(\omega) = D_{110}(\omega) = 0 \) then there exists a three-way sufficient cause interaction between \( X_1, X_2 \) and \( X_3 \). From this it follows that, if \( C \) is any set of variables which suffices to control for the confounding of the causal effects of \( X_1, X_2 \) and \( X_3 \) on \( D \), i.e. such that \( D_{x_1 x_2 x_3} \prod \{X_1, X_2, X_3\}|C \), then if for some value \( c \) of \( C \)

\[
E(D|X_1 = 1, X_2 = 1, X_3 = 1, C = c) - E(D|X_1 = 0, X_2 = 1, X_3 = 1, C = c) - E(D|X_1 = 1, X_2 = 0, X_3 = 1, C = c) - E(D|X_1 = 1, X_2 = 1, X_3 = 0, C = c) > 0,
\]


there exists a three-way sufficient cause interaction between \( X_1, X_2 \) and \( X_3 \). Like condition (6) in Theorem 4, condition (8) can be used to construct empirical statistical tests for the presence of sufficient cause interactions and thus for synergism. Condition (8) also has obvious analogues if one or more of \( X_1, X_2 \) and \( X_3 \) are replaced with their complements.

Note that condition (6) concerns two-way interactions in a two-cause sufficient-component cause framework and that condition (8) concerns three-way interactions in a three-cause sufficient-component cause framework. Additional subtleties arise if, for example, one considers two-way interactions in a three-cause sufficient-component cause framework. Essentially, to test for a two-way interaction in a three-cause sufficient-component cause framework, it is necessary to assume that some of the causes are not effects of the others. For example, consider three binary causes, \( X_1, X_2 \) and \( X_3 \), of some binary variable \( D \) and suppose that we were interested in testing for the presence of a sufficient cause interaction between \( X_1 \) and \( X_2 \). To use Theorems 3 and 4 to test for the presence of a two-way sufficient cause interaction it would also be necessary to assume that neither \( X_1 \) nor \( X_2 \) was a cause of \( X_3 \). Otherwise \( X_3 \) might serve as a proxy for the joint presence of \( X_1 \) and \( X_2 \) as would be the case, for example, if \( X_3 \) were 1 whenever \( X_1 \) and \( X_2 \) were both set to 1. When the causes \( X_1, X_2 \) and \( X_3 \) are such that none of these variables is a cause of another, these difficulties do not arise; see the aforementioned technical report for further details.

Conditions for a sufficient cause interaction under assumptions of monotonicity can also be generalized to \( n \)-way sufficient cause interactions. The conditions are, however, somewhat more complicated. For example, in the case of three binary variables, \( X_1, X_2 \) and \( X_3 \), which all have monotonic effects on the outcome \( D \), if any of the following three conditions are met, then a three-way sufficient cause interaction must be present:

\[
\begin{align*}
    p_{111} - p_{110}c - p_{101}c - p_{011}c + p_{100}c + p_{010}c & > 0 \\
    p_{111} - p_{110}c - p_{101}c - p_{011}c + p_{100}c + p_{001}c & > 0 \\
    p_{111} - p_{110}c - p_{101}c - p_{011}c + p_{010}c + p_{001}c & > 0,
\end{align*}
\]

where \( p_{x_1x_2x_3C} = E(D|X_1 = x_1, X_2 = x_2, X_3 = x_3, C = c) \). Further detail is given in the aforementioned technical report.

5. **Sufficient cause interactions and interaction terms in statistical models**

The results given above provide conditions which can be empirically tested to draw inferences about the presence of sufficient cause interactions. If a sufficient cause interaction between \( X_1 \) and \( X_2 \) is present, then in any sufficient cause representation for the outcome there must exist a sufficient cause in which the conjunction \( X_1X_2 \) is present; the causal mechanisms for the outcome must be such that \( X_1 \) and \( X_2 \) both participate in the same causal mechanism. Conditions (6)-(9) above are given in terms of differences between various probabilities. To
understand these conditions better we will consider saturated Bernoulli regression models with linear links. For simplicity we will assume that the causal effects of \(\{X_1, X_2\}\) or \(\{X_1, X_2, X_3\}\) are unconfounded. However, the substance of the remarks below are not altered in the case of one or more binary or categorical confounding variables. We will compare, within a regression framework, the tests arising from conditions (6)-(9) with standard tests for statistical interactions.

We will begin with the case of two-way interactions. Consider a saturated Bernoulli regression model,

\[
\Pr(D = 1|X_1 = x_1, X_2 = x_2) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_1 x_2.
\]

We will use \(p_{x_1 x_2}\) as a shorthand for \(\Pr(D = 1|X_1 = x_1, X_2 = x_2)\). In this statistical model, one would test for a statistical interaction by testing the hypothesis \(\beta_3 = 0\). We will consider first the case of monotonic effects. If \(X_1\) and \(X_2\) have monotonic effects on \(D\), condition (7) states that if

\[
p_{11} - p_{10} - p_{01} + p_{00} > 0
\]

then there exists a sufficient cause interaction between \(X_1\) and \(X_2\). We may rewrite this condition as

\[
p_{11} - p_{10} - p_{01} + p_{00} = (\beta_0 + \beta_1 + \beta_2 + \beta_3) - (\beta_0 + \beta_1) - (\beta_0 + \beta_2) + \beta_0 = \beta_3 > 0.
\]

In the case of monotonic effects, if the statistical interaction term \(\beta_3\) is positive then a sufficient cause interaction is necessarily present between \(X_1\) and \(X_2\). If it cannot be assumed that \(X_1\) and \(X_2\) have monotonic effects on \(D\) we may apply Theorem 4, which in this case states that a sufficient cause interaction between \(X_1\) and \(X_2\) will be present if

\[
p_{11} - p_{10} - p_{01} > 0,
\]

which can be rewritten as

\[
\beta_3 > \beta_0.
\]

We see then that the tests for statistical interaction only correspond to tests for sufficient cause interactions in the case of monotonic effects, not in general. Furthermore, even under monotonic effects, a statistical interaction only implies a sufficient cause interaction if the interaction coefficient \(\beta_3\) is positive; if \(\beta_3\) is non-zero but negative, we cannot draw conclusions about the presence of a sufficient cause interaction.

We now consider the case of a three-way sufficient cause interaction. The saturated Bernoulli regression with three binary variables and a linear link can be written as

\[
\Pr(D = 1|X_1 = x_1, X_2 = x_2, X_3 = x_3) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_1 x_2 + \beta_5 x_1 x_3 + \beta_6 x_2 x_3 + \beta_7 x_1 x_2 x_3.
\]

Once again we will use the shorthand \(p_{x_1 x_2 x_3} = \Pr(D = 1|X_1 = x_1, X_2 = x_2, X_3 = x_3)\).
The presence of a three-way statistical interaction would be assessed by testing the hypothesis $\beta_7 = 0$. Under the assumption that $X_1$, $X_2$ and $X_3$ have monotonic effects on $D$, condition (9) states that $X_1$, $X_2$ and $X_3$ exhibit a sufficient cause interaction if any of the following three conditions hold:

\[ p_{111} - p_{110} - p_{101} - p_{011} + p_{100} + p_{001} > 0 \]
\[ p_{111} - p_{110} - p_{101} - p_{011} + p_{100} + p_{001} > 0 \]
\[ p_{111} - p_{110} - p_{101} - p_{011} + p_{100} + p_{001} > 0. \]

These three conditions can be rewritten in terms of the regression coefficients as follows:

\[ \beta_7 > \beta_3 \]
\[ \beta_7 > \beta_2 \]
\[ \beta_7 > \beta_1. \]

If it cannot be assumed that $X_1$, $X_2$ and $X_3$ have monotonic effects on $D$ we may use condition (8), which in this case states that $X_1$, $X_2$ and $X_3$ exhibit a sufficient cause interaction if

\[ p_{111} - p_{110} - p_{101} - p_{011} > 0, \]

which is equivalent to

\[ \beta_7 > 2\beta_0 + \beta_1 + \beta_2 + \beta_3. \]

In the case of three-way sufficient cause interactions we thus see that neither the tests for a sufficient cause interaction under the assumption of monotonic effects nor the tests without the assumption of monotonic effects are equivalent to the standard hypothesis test for a three-way statistical interaction.

### 6. Concluding remarks

A couple of limitations of the present work are worth noting. First, the tests derived here are applicable only when the outcome and the causes under consideration are all binary. If causation is fundamentally a phenomenon concerning events (Lewis, 1973a; Davidson, 1980; Lewis, 1986) then the restriction to binary causes is not, in principal, a limitation. However, in practice, precluding continuous variables will limit the settings in which the methods can be applied. A second limitation of this work concerns the cases in which synergism is present but a sufficient cause interaction is not. As noted in the text the conditions that entail a sufficient cause interaction are sufficient but not necessary for two causes to participate in the same causal mechanism, i.e. for synergism to be present. Synergism can be present even if conditions (6)-(9) do not hold. Such instances of synergism cannot be identified from data.

This work may be of special interest to statistical geneticists in identifying gene-gene and gene-environment interactions. The gene-gene and gene-environment interdependence that is ultimately of interest to the geneticist will often not be
that of association but of mechanism. The tests we have derived are concerned with mechanistic interaction.

We intend to extend the present work by deriving semiparametric tests of hypotheses (6)-(9) and by providing results that relate the stochastic counterfactual framework to stochastic sufficient-component cause models.
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